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Introduction 

A decade ago, the telecommunications industry believed that 

high-performance Quality of Service (QoS) techniques would 

resolve any recurrent problems of low-quality multimedia 

services. However, within a few years, it became clear that 

optimization of QoS parameters such as throughput, packet 

loss, delay, or jitter is not the best way of improving the 

quality experienced by users. The problem of low bandwidth 

can be compensated for by more efficient codecs. The impact 

of packet loss is strongly dependent on their distribution, and 

the use of redundancy coding and transmission. For many 

applications, buffering multimedia data streams can alleviate 

major delays and jitter. 

Since discovering that QoS is not an adequate metric of 

network quality, most proposals have suggested that quality 

should be measured at the user level. This process was named 

Quality of Experience (QoE) [1] [2]. Such measurement calls 

for special structures (frameworks) for integrated assessment 

of the quality of video sequences [3]. These structures are 

increasingly being filled with solutions that attempt to model 

overall quality, operating at the intersection of QoS and QoE 

areas [4] or only in the area of QoE. However, it has become 

obvious that such a general approach simply does not work 

for many visual applications such as target recognition (utility) 

applications (video surveillance, telemedicine/remote 

diagnostics, fire safety, backup cameras, games, etc.) [5] [6]. 
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In fact, QoE – the way quality of multimedia services is 

perceived – depends on a number of objective and subjective 

contextual parameters [7]. Only a full understandingof these 

parameters makes it possible to obtain results consistent with 

the expectations of service users, and, consequently, to 

optimize quality, but that is usually only possible when strong 

limitations are placed on the QoE modelling application. [8]. 

Unfortunately, the large number of contextual parameters 

means this research question is still open. 

Target Recognition Video  

In many visual applications, the quality of the motion picture 

is not as important as the ability of the user to perform specific 

tasks for which the visual system was created, given the 

processed video sequences. Such sequences are called Target 

Recognition Video (TRV). Regardless of the different ways in 

which the concept of TRV quality is understood, its 

verification is necessary to perform dedicated quality testing. 

The basic premise of these tests is to find TRV quality limits 

for which the task can be performed with the desired 

probability or accuracy. 

Such tests are usually subjective tests (psychophysical 

experiments) with a group of subjects. Unfortunately, due to 

the complexity of the issue and our relatively low degree of 

understanding of human cognitive mechanisms, computer 

modelling of TRV quality has not yet achieved satisfactory 

results beyond very limited areas of application. 

Given the use of TRV, qualitative tests do not focus on the 

subject’s satisfaction with the quality of the video sequence, 

but instead they measure how the subject uses TRV to 

accomplish certain tasks. Purposes of this may include: 

 Video surveillance – recognition of vehicle license plate 

numbers 

 Telemedicine/remote diagnostics – correct diagnosis 
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 Fire safety – fire detection 

 Backup cameras – parking the car 

 Games – spotting and correctly reacting to a virtual enemy 

The human factor is a significant influence; therefore it is 

necessary to ask questions on the procedures that must be 

followed to make a subjective assessment of TRV quality. In 

particular, questions arise on: 

 Method of selecting the TRV source from which the test TRV 

(with degraded quality) arises  

 Subjective testing methods and the general manner of 

conducting the psychophysical experiment 

 Method of selecting a group of subjects in the psychophysical 

experiment, especially identification of any prior knowledge 

of the task 

 Training subjects before the start of the experiment 

 Conditions in which the test will be carried out 

 Methods of statistical analysis and presentation of results 

Methods for Subjective Evaluation of 

TRV 

The questions formulated in the previous section are 

addressed by Recommendation ITU-T P.912 [9] “Subjective 

Video Quality Assessment Methods for Recognition Tasks”, 

published in 2008. In addition, Recommendation P.912 

organizes terminology related to subjective TRV testing, 

introducing appropriate definitions for the methods of testing 

(psychophysical experiments). 

Unfortunately, Recommendation P.912 is only the first step in 

the standardization of methods of subjective TRV testing. In 

the opinion of the authors, based on research results (their 

own and independent) and observations conducted during 

numerous experiments with TRV, many claims of 

Recommendation P.912 are formulated at too high a level of 
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generality. What’s more, selected statements are not supported 

by research results and are significantly disputable. In this 

situation, the authors propose amendments to 

Recommendation P.912. We would like to invite all 

researchers working on TRV-related topics to join us in the 

process of improving P.912. 
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